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An analysis of the free energy perturbation (FEP) method is presented that attempts to evaluate 
the efficacy of the FEP method in the drug discovery process. To accomplish this we have 
evaluated whether the FEP technique can accurately predict energetic and structural quantities 
relating to the inhibition of human carbonic anhydrase II (HCAII) by sulfonamides. Three 
well-characterized (both structurally and energetically) sulfonamide inhibitors of HCAII were 
examined in this study, l a , l b , and l c . Results from FEP simulations on these compounds 
indicate that the FEP method can predict energetic trends reasonably well; however, the FEP 
method was less successful in reproducing detailed structural data. In particular, an expected 
movement of His-64 when inhibitor l c was bound did not occur. We conclude tha t the FEP 
method can be used to determine relative free energies of binding but cannot be relied upon to 
reproduce subtle geometric changes. 

Introduction 
Computational chemistry is rapidly becoming an 

essential component of modern pharmaceutical 
research.1-3 Until recently, none of the results from 
these methods could be directly compared to experi­
mental energetic {i.e., free energies) information. The 
free energy perturbation (FEP) technique has emerged 
as a computational method that allows for the direct 
comparison between experimental and calculated free 
energies.4-6 This method can be used to calculate the 
relative free energy between two similar states, as well 
as other free energy quantities (e.g., absolute free 
energies of binding, etc.). The relative free energies can 
then be compared to experimental free energies of 
binding, which are obtained through experimental 
inhibition constants CKi's). 

One strategy that can be employed when using the 
FEP method is to start the modeling from a known 
enzyme/inhibitor complex.4-6 The bound inhibitor can 
then be mutated via the FEP technique into another 
closely related compound by the introduction of various 
functional groups (e.g., alkyl groups, halogens, etc.). 
Upon the completion of the FEP simulations, a deter­
mination could be made whether the "candidate drug" 
would bind effectively to the enzyme target. Hence, the 
FEP method would effectively aid in the selection 
process of new compounds with better binding affinities 
and could possibly save significant laboratory time and 
materials. 

We will examine two different questions in this 
article: (1) Can we accurately predict relative free 
energies (AAG) using the FEP techniques? (2) Can we 
simultaneously predict associated structural changes? 
For the former question numerous studies have sug­
gested that FEP methods can give accurate energetic 
quantities4-6 but that care should be taken with respect 
to running simulations long enough to ensure that the 
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configurations accessible to the system are sampled.4-8 

For the latter question much less effort has been 
focused; however, several studies have demonstrated 
that FEP methods may give the correct energetic 
quantities, while not reproducing experimental struc­
tural data.79 In order to reproduce structural informa­
tion, the force field used must be accurate and the 
available configurational space must be thoroughly 
sampled. Achieving both of these conditions in order 
to reproduce structural rearrangements is clearly quite 
difficult given the current level of force field sophistica­
tion as well as our ability to only carry out subnano-
second molecular dynamics simulations routinely due 
to algorithmic and/or computer power limitations. 

Since much is known about the inhibition of HCAII, 
this system can serve a useful paradigm for the use of 
FEP methods in drug design and discovery.10-12 Nu­
merous crystal structures are available,13 and among 
these are included the structures of the three sulfona­
mide inhibitors that were studied herein.14 The func­
tion of HCAII is the rapid (106 s -1) interconversion of 
carbon dioxide and bicarbonate, and it is present in the 
nonpigmented epithelial cells of the eye.10 When HCAII 
is inhibited, the production of bicarbonate is decreased, 
which results in a decrease of sodium and fluid secretion 
to the eye.1112 When too much bicarbonate is produced, 
the intraocular pressure (IOP) in the eye is increased, 
and if it gets too high (above 30 mmHg) treatment is 
necessary, or damage to the optic nerve may occur, 
which can lead to blindness.15 Elevated IOP is a 
symptom of glaucoma, and while the causes of glaucoma 
are unknown, it is possible, through early treatment, 
to relieve the condition. 

Carbonic anhydrase inhibitors (CAIs) are used to 
treat glaucoma and can be administered orally or 
topically. Many studies have shown unpleasant side 
effects from oral CAIs such as acetazolamide and 
methazolamide.16,17 Problems resulting from these 
CAIs range from altered taste and skin eruptions to 
anorexia and depression.18 Additionally, the orally 
active drugs inhibited HCAII processes in the kidneys. 
Topically active inhibitors are, therefore, more desirable 
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Figure 1. Inhibitor structures la, lb, and lc. 

because they avoid these systemic side effects. The most 
effective topically active treatment should be readily 
absorbed into the eye. /^-Blockers19 are presently used 
as a topically applied treatment for glaucoma, but they 
have serious side effects that fall into three areas: 
pulmonary,20 cardiovascular,21 and central nervous 
system effects. This has led to an extensive search for 
sulfonamides that can be topically applied. Extensive 
research on thienothiopyrans have been performed 
which has demonstrated that these compounds are 
water soluble, active inhibitors with few side effects.22,23 

The most effective inhibitors contained a sulfonamide 
in the 2-position with a basic amine located elsewhere 
in the molecule.22 

In the uninhibited form, HCAII has a zinc-bound 
hydroxide (or water at low pH) at the active site. This 
zinc-bound hydroxide (water) has a role in the CCV 
bicarbonate interconversion process10: 

C 0 2 + H 2 0 + E-ZnOH" ^ HC0 3 " + E-ZnH20 (I) 

The zinc-bound hydroxide ion must be regenerated, and 
this occurs through an intermolecular proton transfer 
between the zinc-bound H2O and His-64 with the aid 
of intervening water molecules.10 This completes the 
catalytic cycle. 

His64-E-ZnH20 — H+-His64-E-ZnOrT = & 

His64-E-ZnOH~ + H+-buffer (2) 

This cycle shows the catalytic importance of His-64, 
and motions of this residue are the key structural 
fluctuation that will be examined in this study. This 
residue is located about 7.5 A away from the zinc ion13'24 

and aids the interconversion of CO2 and HCO3- by 
translocating a proton. When a potent inhibitor like the 
thienothiopyran l c (see Figure 1) is bound to the zinc 
ion, the imidazole ring of His-64 is moved approximately 
3 A away from the active site (considered to be the 
"away" position) as shown in Figure 2.14 In Figure 2 
the His-64 in the "native" position is labeled, while the 
His-64 in the "away" position is unlabeled. 

Sulfonamides inhibit HCAII in their anionic form by 
binding the amide portion of the molecule to the zinc 
ion in the active site.11,12 When the inhibitor is bound 
to the zinc ion, the resulting coordination environment 
is a distorted tetrahedron with three histidine ligands 
(94, 96, and 119) and the fourth coordination site 
occupied by the RNH" group of the sulfonamide. The 
inhibitor prevents the interconversion process that 
HCAII is responsible for by occupying the fourth coor­

dination site where a hydroxide ion resides in the native 
HCAII active site. Numerous sulfonamides have been 
synthesized,11,12 and ample data is available,22'23 includ­
ing inhibition constants (Ki's), which can be directly 
converted to AG^nd values. Three closely related sul­
fonamide inhibitors were chosen for this study: la, l b , 
and l c (see Figure 1). Structures l a and l b have very 
similar inhibition constants (1.52 and 1.88 nM), while 
l c is roughly 5 times more effective (0.37 nM).14 The 
only difference between the three inhibitors is the length 
of the amino side chain. Inhibitor lc , which is the 
tightest binding inhibitor, forces His-64 to move into the 
"away" position (see Figure 2).14 This is believed to 
occur because the ethylamine side chain is long enough 
to create unfavorable steric interactions with His-64. 
The methylamine (lb) and amine (la) side chains are 
not long enough to cause interactions of this kind, with 
the end result being no movement of His-64. 

These three inhibitors will be examined in order to 
test the FEP method's ability to predict correct energetic 
values as well as structural changes. These structures 
have different binding and structural properties and, 
therefore, will be effective indicators of the ability of the 
FEP method and its efficacy in drug design applications. 

Computational Approach 

Free energy perturbation (FEP) is a method which 
can be used to obtain a relative free energy between two 
similar structures.4-6 In this method, one structure is 
"perturbed" into another by slowly modifying the pa­
rameters describing the molecule. This method deter­
mines the free energy difference between the starting 
state versus the final state. Hence, FEP is a useful tool 
in the simulation of many biologically and chemically 
relevant processes.4'25-27 

Not only does the FEP method determine thermody­
namic information on biomolecular systems, but it also 
gives a description of their structural evolution over 
time. The FEP method is useful for many types of 
applications, such as mutagenesis studies, to determine 
the effects of certain residues,9,28,29 or it can be used as 
a preliminary device in planning for experimental 
studies. Additionally, the FEP method can be applied 
to structure/function relationships and the study of the 
function of biomolecules.30-32 Finally, the FEP method 
can be used in examining specific ligands and inhibi­
tors.33,34 This research will focus on this final aspect. 

FEP techniques can be used to determine the relative 
free energy between two states. Although an absolute 
free energy (horizontal directions in the thermodynamic 
cycle below) is too computationally intensive to be 
determined on large systems like proteins, the relative 
free energy is useful for drug design applications. The 
relative free energy of substrate 1 (Si) and substrate 2 
(S2) can be computed directly by using the following 
thermodynamic cycle. 

E + S, 

AGS ( 

E + S2 

AG, 

AG2 

ES, 

AGbind 

ES2 

In this method, Si is perturbed into S2 in the enzyme, 
yielding AGbind, and a perturbation of Si to S2 is 
performed in aqueous solution to represent the sub-
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Figure 2. Movement of His-64 from the "native" (labeled) conformation to the "away" (unlabeled) conformation. 

strate in solution (AGsoi). Then, by employing the 
thermodynamic cycle and the fact that free energy is a 
state function, eq 1 and 2 can be derived which give a 
relative free energy of binding as a difference between 
AGsc,i and AGbind-4-6 

AG, + AGbind - AG2 - AGsol = 0 (1) 

AAGbind = AG2 - AGX = AGbind - AGsol (2) 

Hence, through the application of this thermodynamic 
cycle-FEP (TC-FEP)4 - 6 approach one can determine 
the binding ability of one compound relative to another. 

Parameterization 

It was necessary to develop a force field for the 
sulfonamide inhibitors used in this investigation, since 
many of the parameters were not included in the 
AMBER 4.035 force field. Other parameter sets for 
sulfonamides have been reported,36 but these sets are 
not compatible with the AMBER force field {e.g., MM2, 
etc.), so we carried out our own parameterization effort. 
Recall that the TC-FEP method requires two sets of 
simulations; hence, two sets of parameters need to be 
developed. 

The first set of parameters determined were atomic 
point charges for the inhibitor in aqueous simulations. 
Since the inhibitors bind to HCAII in their anionic 
forms, the formal charge on all inhibitors was set to - 1 . 
There is some uncertainty regarding whether these 
inhibitors bind as the anion or as the neutral molecule 
(see refs 10—13 and references cited therein), but since 
we are not creating or destroying charge during the 
simulation, either a neutral or charged model will give 
us an accurate free energy of solvation difference 
between the inhibitors. We chose the anionic model for 
our condensed phase simulations since it is compatible 
with the enzyme simulations. The inhibitors were 
minimized in the gas phase using MOPAC 5.037 and the 
AMI38 Hamiltonian. Figure 3 lists atomic point charges 
that were calculated for each of the inhibitors in the 
gas phase using electrostatic potential (ESP)39 fitting 
in conjunction with the MNDO40 Hamiltonian. The 
AMI Hamiltonian yields better structures yet produces 
charges that are in poor agreement with ab initio 
charges.39 MNDO, on the other hand, was found to be 
superior in charge determination and, therefore, was 
used in the studies presented herein. It has been shown 
that scaled MNDO charges match 6-31G* charges more 
closely than unsealed charges;39 however, this was not 
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Figure 3. Atom numbering and atomic point charges for la, 
lb, and lc. The first atomic point charge given corresponds 
to the value used in the solution phase simulations, while the 
charges in parentheses were those used in the enzyme simula­
tions. 

done since scaled charges would have resulted in 
noninteger net charges on the charged inhibitors. 

The same procedure was used in the determination 
of the atomic point charges for the inhibitor while bound 
to the enzyme. These charges are also given in Figure 
3 (see values given in parentheses) for each inhibitor. 
The computational model employed to determine the 
atomic point charges included the zinc ion as well as 
three imidazoles and the sulfonamide inhibitor. The 
zinc and imidazole active site model was included in the 
determination of the charges to allow the inhibitor 
charges to be influenced by the species surrounding it 
(see Figure 4). In these models the net charge was +1 
(Zn = +2, inhibitor = —1, imidazoles = 0). Again, the 
structure was minimized with MOPAC 5.O.37 using the 
AMI38 Hamiltonian, and charges were determined using 
MNDO.40 Since we used truncated histidine residues 
in the ESP calculations, we needed to determine charges 
for the remaining atoms of the residue. The backbone 
charges for the histidines were obtained directly from 
the AMBER database while the Ce and HC« AMBER 
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Figure 4. Model of the HCAII active site where imidazoles 
are substituted for histidines. 
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Figure 5. Procedure used for charge determination of the 
zinc-bound histidines. 
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Figure 6. Atomic point charges for histidine residue, HDL. 

charges were altered to set the overall charge of the 
inhibitor and active site model to +1 . Figure 5 sum­
marizes the procedure used. The resulting charges for 
the two types of histidines are given in Figures 6 and 
7, and the charge on zinc was +0.76 (these charge sets 
were averaged over the three ESP calculations) through­
out. The inhibitor charge was also averaged over the 
three ESP calculations except for the charges of the 
amine, methylamine, and ethylamine charges. This 
averaging procedure resulted in charge sets that only 
needed to be altered slightly in order to retain charge 
neutrality. The resulting charge model had a constant 
charge for the zinc ion as well as the surrounding 
histidine ligands and for most of the inhibitor except 
for the side chains. This procedure was used since it 
isolated the changes in the charges in these systems to 
a small region of the inhibitor molecule. However, this 
approach is not the only one possible, but it offered us 
the most flexibility, while retaining a simple represen­
tation. In general, however, it should be stressed that 
due to the modest structural changes in these inhibitors 
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Figure 7. Atomic point charges for histidine residue, HEL. 
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Figure 8. Atom labels used in the force field representation. 

only small charge changes were observed on going from 
l a to l b to lc . This is as opposed to a perturbation 
that involves, for example, the creation or annihilation 
of a net charge. 

It has been thought that the N - S - C - S (see Figure 
1) torsion profile can be related to the efficacy of a 
HCAII inhibitor.22 Ab initio calculations on 2-sulfona-
mide-thiophene at the 3-21G* level give a minimum 
at a ~75-90° torsion angle and the maximum at 180° 
(~3.5 kcal/mol above the minimum).2241 However, we 
found in test runs that by placing the torsion profile 
minimum and maximum in these locations we were 
unable to reproduce the active site geometry. According 
to the X-ray crystal structures, this torsion angle 
appeared to be ~140°, rather than 75°. For example, 
experimental N - S - C - S dihedral angles in inhibitors 
la , l b , and l c bound to HCAII were 151.7°, 154.1°, and 
139.1°, respectively.14 When a 140° minimum energy 
dihedral was implemented into the force field, the 
structural characteristics of the inhibitor/HCAII com­
plex were well-reproduced (see results below). There­
fore, a minimum energy torsion angle of 140° was used 
in the force field. Unique atoms labels, shown in Figure 
8, were assigned to the inhibitor for use in the force field. 
The additional parameters added to the force field are 
listed in Tables 1—4. 

Procedure 
Once the parameterization was completed, the simulations 

were performed. Perturbations were completed in the follow-
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Table 1. Derived Bond Parameters 

bond 

ZN-NB 
ZN-OK 
C%-SK 
C%-SL 
C%-SM 
ZN-NK 
SK-NK 
CT-SM 
H-NK 
OK-SM 
OK-SK 
DC-HC 
HC-DH 
H-DH 
DH-DC 
H-DC 
DC-DC 
NT-CT 
C%-C$ 
c$-c$ 
C$-CT 
C$-HC 
H2-DH 

Kr (kcal/A2) 

40. 
20. 

222. 
222. 
222. 
100 
230. 
222. 
434. 
683. 
683. 
331. 
434. 
434. 
331. 
337. 
310. 
367. 
469. 
469. 
317. 
340. 
331. 

r«,(A) 
2.050 
3.050 
1.710 
1.740 
1.72 
1.910 
1.72 
1.78 
1.01 
1.435 
1.435 
1.09 
1.01 
1.01 
1.09 
1.45 
1.40 
1.471 
1.4 
1.4 
1.51 
1.08 
1.09 

ing manner: l a — lb , lb — lc , l c -* lb , and l b — l a in 
both solution and in the enzyme active site. In this notation 
the first number indicated {e.g., la) identifies the crystal 
structure that we started from. Note that we have run four 
separate aqueous phase and enzyme sets of FEP simulations 
where in each case we do the forward (180 ps) and reverse 
(180 ps) simulation (see below) starting from the indicated 
crystal structure. In this way perturbations were performed 
in both directions starting with all possible crystal structures.14 

Each aqueous phase simulation used the anionic form of 
the inhibitor represented by the all atom model. Each inhibi­
tor was placed in a computational cell with approximately 550 
TIP3P42 water molecules. Periodic boundary conditions were 
used during these simulations. Each structure was minimized 
for 2000 steps using the steepest descent for the first 500 steps 
and conjugate gradient for the remaining steps. Molecular 
dynamics equilibration was done for 72 ps, which was followed 
by a 180 ps slow growth FEP simulation. The endpoint of the 
"forward" run was then equilibrated for another 72 ps, and a 
"reverse" simulation of 180 ps was then carried out. 

All enzyme simulations were begun with the crystal struc­
ture of the relevant enzyme and inhibitor complex. The active 
site residues (His-94, -96, and -119) as well as the inhibitor 
used the all atom model,43 while the rest of the protein used 
the united atom model.44 The enzyme structure was solvated 
by placing a water "cap" with a 15 A radius from the Cy on 
residue His-64. A 15 A "belly" was created which centered 
around the zinc ion. Within this "belly" all residues within 
15 A of the zinc ion as well as all cap water molecules were 
included in the MD and FEP runs while residues outside these 
regions remained fixed. Minimization was done for 100 steps 
without SHAKE,46 using steepest descent. The SHAKE45 

algorithm was then activated, and an additional 500 steps of 
steepest descent minimization was carried out. The resulting 
structure was equilibrated for 72 ps, and a 180 ps FEP 
simulation was then carried out. The end point of the FEP 
simulation was then equilibrated for 72 ps, and the "reverse" 
run was done in the same manner. 

All MD and FEP simulations were done at constant tem­
perature (298 K).46 The aqueous phase simulations were 
carried out at a constant pressure of 1 atm.46 SHAKE46 was 
employed during the FEP simulations to restrain the bond 
lengths to their equilibrium distances in order to remove high-
frequency motions, thus, allowing a time step of 1.5 fs. 

R e s u l t s 

We first consider the energetic information resul t ing 
from the F E P simulations which is summarized in Table 
5. The calculated free energies of solvation are consis-
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Table 2. Derived Angle Parameters 

atoms Ke (kcal/rad2) 9eq (deg) 

ten t wi th the changes in the characterist ics of the 
inhibitors. The free energy of solvation for l a — l b {i.e., 
H — Me) yielded a AGsoi of 0.82 ± 0.08 kcal/mol ( the 
error bars represent ±1CT), and the per turbat ion from 
l b — l a (i.e., Me — H) was - 0 . 7 3 ± 0.10 kcal/mol. This 
suggests t ha t l a is bet ter solvated t h a n l b by about 
- 0 . 7 5 kcal/mol. This agrees wi th intuit ion, in t h a t the 
amino side chain on l a has two protons which can 
hydrogen bond to solvent, in addition to the nitrogen. 
On the other hand , l b is not as well solvated because a 
nonpolar methyl group replaces an hydrogen and, thus , 
will not allow for an additional hydrogen bond a t t h a t 
point. We can es t imate an experimental value for this 
free energy conversion by considering the conversion of 

CR-NB-ZN 
CV-NB-ZN 
CC-NB-ZN 
CR-NB-ZN 
NB-ZN-NB 
NB-ZN-NK 
NB-ZN-OK 
NK-ZN-N 
H-NK-H 
ZN-NK-H 
ZN-NK-SK 
ZN-OK-SK 
NK-ZN-OK 
NK-SK-OK 
NK-SK-C% 
H-NK-SK 
SK-C%-SL 
SK-C%-C$ 
OK-SK-OK 
OK-SK-C% 
C%-SL-C% 
SL-C%-SM 
SL-C%-C$ 
C%-SM-OK 
C%-SM-CT 
SM-CT-HC 
SM-CT-CT 
SM-C%-C$ 
OK-SM-OK 
OK-SM-CT 
N-CT-C$ 
DH-DC-DH 
DC-DC-DH 
HC-DC-HC 
HC-DC-DH 
HC-DC-DC 
DC-DC-DC 
CT-HC-DH 
CT-HC-DC 
DH-HC-DC 
N-H-DH 
DH-H2-DH 
DH-HC-DH 
CT-NT-H2 
CT-NT-H2 
CT-CT-NT 
DH-H2-NT 
CT-NT-CT 
HC-CT-NT 
CT-NT-CT 
CT-NT-H2 
C$-CT-NT 
C%-C$-C$ 
C%-C$-HC 
C$-C$-HC 
C%-C$-CT 
C$-C$-CT 
C$-CT-HC 
C$-CT-CT 

20. 
20. 
20. 
20. 
20. 
80. 
0. 

20. 
35. 

100. 
100. 
35. 
20. 

100. 
100. 
35. 

100. 
100. 
104. 
74. 
58. 
80. 
70. 
74. 
58. 
51. 
69. 
69. 

104. 
74. 
80. 
35. 
35. 
35. 
35. 
80. 
40. 
35. 
80. 
35. 
35.0 
35.0 
35.0 
35.0 
35.0 
80.0 
80.0 
80.0 
35.0 
50.0 
35.0 
63.0 
85.0 
35.0 
35.0 
70.0 
70.0 
35.0 
63.0 

126.0 
126.0 
126.0 
126.0 
109.5 
109.5 
85.0 

109.5 
120. 
137.6 
110.3 
110.3 
60.0 

107.0 
108.5 
108.9 
121.4 
125.8 
116.0 
108.9 
91.8 

122.0 
112.7 
110.1 
100.6 
104.0 
106.7 
124.2 
118.0 
108.2 
109.5 
109.5 
109.5 
109.5 
109.5 
109.5 
109.5 
109.4 
109.4 
109.4 
109.5 
109.5 
109.5 
109.5 
109.5 
109.7 
109.7 
109.7 
109.7 
108.0 
107.0 
109.0 
111.4 
120.0 
120.0 
120.0 
124.0 
109.5 
114.0 
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Table 3. Derived Dihedral Angles 

dihedral 

X-ZN-NK-X 
X-ZN-NK-S 
X-NK-SK-X 
OK-SK-C%-SL 
OK-SK-C%-C$ 
NK-SK-C%-SL 
NK-SK-C%-SL 
NK-SK-C%-C$ 
X-C%-SL-X 
C$-C%-SL-C% 
SK-C%-SL-C% 
X-SM-C%-X 
X-SM-CT-X 
HC-CT-CT-SM 
CT-CT-CT-SM 
X-DC-DC-X 
X-HC-DC-X 
X-CT-HC-X 
X-ZN-NB-X 
X-ZN-OK-X 
X-SK-OK-X 
X-CT-NT-X 
x-c%-c$-x 
SM-C%-C$-X 
CT-C%-C$-X 
X-CT-C$-X 

x-c$-c$-x 
X-NT-H2-X 

division 

9 
3 
6 
2 
2 
1 
1 
1 
6 
1 
1 
6 
9 
1 
1 
9 
6 
9 
6 
9 
9 
6 
4 
4 
4 
4 
4 
6 

Vn (kcal/rad2) 

0.0 
5.5 
8.0 
0. 
0. 
5.00 
7.00 
0.0 
2.0 
4.0 
4.0 
0.5 
3.2 
0.5 
0.5 
1.3 
1.0 
1.0 
1.0 
0.0 
0.0 
4.0 
6.3 
3.0 
3.0 
3.0 
5.3 
1.3 

y (deg) 

0. 
0. 

180. 
0. 
0. 

180. 
0. 
0. 

180. 
180. 
180. 

0. 
0. 

180. 
180. 

0. 
0. 
0. 
0. 
0. 
0. 
0. 

180. 
180. 
180. 
180. 
180. 
180. 

n 

3. 
3. 
3. 
2. 
2. 

- 2 . 
4. 
2. 
2. 
2. 
2. 
2. 
3. 
3. 
3. 
3. 
3. 
3. 
3. 
3. 
3. 
3. 
2. 
2. 
2. 
2. 
2. 
3. 

Table 4. Derived Parameters for Nonbonded Interactions 

nonbond 
atoms 

OK 
NK 
SK 
SL 
SM 
ZN 
C% 
C$ 
DC 
DH 

R*(k) 
1.6 
1.75 
2.00 
2.00 
2.00 
1.1 
2.2385 
2.2385 
0.0 
0.0 

((kcal/m< 

0.20 
0.16 
0.20 
0.20 
0.20 
0.0125 
0.049 
0.049 
0.0 
0.0 

Table 5. Results from the FEP Simulations" 

inhibitor expt 
(-R) AGbind AG8oi AAGbmd AAGbind 

l a — l b 1.04 ±0.31 0.82 ±0.08 0.22 ± 0.32 0.13 
l b — l a -1.56 ±0.32 -0.73 ± 0.10 -0.83 ± 0.33 -0.13 
l b — l c 0.18 ±0.16 0.56 ±0.04 -0.38 ± 0.16 -0.96 
lc — lb 0.71 ±0.19 -0.63 ±0.12 1.34 ± 0.23 0.96 

0 All values listed in kcal/mol. 

MeNH2 -— Me2NH which gives a solvation free energy 
difference of 0.27 kcal/mol, which is smaller but in the 
same direction as the calculated value of ~0.75 kcal/ 
mol for l a - lb.4 7 

The solvation free energy difference between inhibi­
tors l b and l c were also consistent with intuition. The 
FEP simulations predict a value of 0.56 ± 0.04 kcal/ 
mol for l b — l c (i.e., Me — Et) and -0.63 ± 0.12 kcal/ 
mol for l c — lb . These results suggest that l b is better 
solvated than l c by ~0.60 kcal/mol. Although l b is not 
as well solvated as la , it is reasonable to expect l b to 
be better solvated than l c since inhibitor l c has an 
ethylamine side chain, while l b only has a methy-
lamine. A suitable experimental model system would 
be the conversion of Me2NH — MeEtNH, but we are 
unaware of any existing experimental free energy data 
for this conversion. However, we can estimate the full 
conversion (i.e., l a — lc) from EtNH2 — Et2NH, which 

Rossi et al. 

has a solvation free energy difference of 0.43 kcal/mol. 
This can be compared to the calculated value of ~ 1.4 
kcal/mol. Hence, the overall sign of the calculated free 
energy matches experiment reasonably well, but the 
magnitude of the calculated free energy for this conver­
sion may be overestimated. 

The simulation of l a —- l b within the HCAII active 
site resulted in a relative free energy of 1.04 kcal/mol, 
and the reverse simulation of l b — l a gave a similar 
value of -1.56 kcal/mol. These simulations both favor 
inhibitor la , which has the hydrogen on the amino side 
chain, versus the methyl group on inhibitor l b . The 
simulation of l b — l c yielded a AGbind of 0.18 kcal/mol, 
which favors lb , while the reverse simulation of l c —• 
l b yielded a AGbind of 0.71 kcal/mol, which favors lc . 
Hence, the difference in the calculated AGbind for the 
latter sets of simulations (i.e., l b — l c and l b — lc) is 
much larger than for the former. This suggests that 
the FEP simulations are having difficulty placing the 
ethyl side chain in the active site and perhaps the side 
chain is becoming trapped in long-lived (relative to our 
simulation time scale) local minimum. 

By applying the thermodynamic cycle to these results 
we find that the calculated AAGbind between all struc­
tures is in reasonable agreement with experiment. 
Perturbation from l a — l b resulted in a relative 
binding free energy of -0.22 ± 0.32 kcal/mol, which is 
in excellent agreement with the experimental value of 
-0.13 kcal/mol. When the perturbations were started 
from the crystal structure of lb , the calculated relative 
free energy for l b — l a was 0.83 ± 0.33 kcal/mol, which 
is in reasonable accord with experiment. Although the 
runs yield somewhat different results when using the 
different crystal structures as starting points, they both 
correctly predict the better inhibitor. 

Applying eq 2 to the FEP simulations for l b — l c 
and l c — l b gave values of 0.40 ± 0.16 kcal/mol and 
-1.33 ± 0.23 kcal/mol, respectively. The experimental 
relative free energy for this change is 0.96 kcal/mol ( lb 
— lc). Hence, these runs were again in reasonable 
accord with experiment, but the difference in the 
calculated AAGbind are more substantial in this case 
than in the former (i.e., l a — l b and l b — la). It has 
been suggested that the origin of the preference for l c 
over l a and l b has to do with the gain in entropy (due 
to the loss of a water molecule) upon the introduction 
of the ethyl side chain. From our FEP analysis we find 
that this is only part of the story. Indeed, there is a 
gain in free energy when the RNHMe group is perturbed 
into RNHEt within the enzyme (the average AGbind ( lb 
— lc) = -0.27 ± 0.25 kcal/mol), but this does not 
account for the total difference. The solvation compo­
nent of 0.60 kcal/mol (the average AGsoi ( lb -— lc) = 
0.60 ± 0.13 kcal/mol) in this case also makes a very 
large contribution. Hence, from our calculations it 
appears that the binding affinity of l c over l a and l b 
arises mostly from solvation effects, which drive l c into 
the enzyme active site where the loss of a water 
molecule or favorable inhibitor side chain/protein con­
tacts favor lc . 

The experimental relative free energy for l a — l b is 
small (—0.13 kcal/mol), and therefore, it is more difficult 
to accurately predict this difference. Additionally, the 
FEP method can have reasonably large statistical or 
convergence problems, making it harder to predict 
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Figure 9. Stereoview of the HCAII active site with the crystal structure of lb bound to HCAII (labeled) and after (unlabeled) 
the FEP conversion of la -* lb. The unlabeled structure represents the final structure obtained at the end of the FEP simulation 
and corresponds to lb. 

bl(«HIS) i€2(64HIS) DK96HIS) 2j£2(64HIS) 

It 
Figure 10. Stereoview of the HCAII active site with the crystal structure of la bound to HCAII (labeled) and after (unlabeled) 
the FEP conversion of lb — la. The unlabeled structure represents the final structure obtained at the end of the FEP simulation 
and corresponds to la. 

IE2(64 HIS) !E2(64 HIS) 

Figure 11. Stereoview of the HCAII active site with the crystal structure of lc bound to HCAII (labeled) and after (unlabeled) 
the FEP conversion of lb — lc. The unlabeled structure represents the final structure obtained at the end of the FEP simulation 
and corresponds to lc. 
accurate free energies. However, what is important to 
note is that all runs predicted the more favorable 
structure in every case, including runs which started 
with opposing crystal structures {i.e., l a —• l b vs l b —* 
la). Hence, we find that the FEP method can reproduce 
experimental relative free energies. This has been 
observed by others previously and is not that surprising 
overall.4-6-33'34 

Another important consideration is the analysis of the 
structures generated by the FEP simulations. Figures 
9—12 describe the active site of the enzyme and shows 
the His-64 position when la , l b , and l c are bound. No 
structural changes were expected to occur within the 
protein for the perturbation of l a —* lb.1 4 Figures 9 
and 10 show the results of the FEP simulations for l a 
—* l b and l b — la , respectively. In the figures, the 

experimental crystal structure of the final state is 
labeled (e.g., for the conversion of l a —* l b the final state 
will be lb), while the same structure derived from the 
FEP simulations is unlabeled. One part of the enzyme 
that was not expected to change in this case was His-
64 (see Figures 9 and 10). In this set of FEP simula­
tions, this residue did move around significantly. The 
imidazole ring flips over and back during the equilibra­
tion phase of the simulation, and the backbone appears 
to shift downward, possibly as a result of the inhibitor 
moving in the binding pocket. This shift occurs early 
in the equilibration phase and remains throughout the 
simulation. Overall, the FEP simulations for l a — l b 
and l b — l a retain the active site structure quite well. 

For the l b — l c FEP simulations, His-64 was 
expected to move away from the position it adopts in 
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E2(64 HIS) IEZ(64 HIS) 

Figure 12. Stereoview of the HCAII active site with the crystal structure of lb bound to HCAII (labeled) and after (unlabeled) 
the FEP conversion of lc — lb. The unlabeled structure represents the final structure obtained at the end of the FEP simulation 
and corresponds to lb. 

the native structure. Inhibitor l c binds more tightly 
than lb , and the origin of its binding strength is thought 
to be partially entropic due to the shifting of His-64 
approximately 3 A away from the active site which 
releases a tightly bound water molecule.14 Figure 2 
displays this movement, where the "native" position of 
His-64 is labeled, and the "away" position is unlabeled. 
In the FEP simulation of l b — lc , the imidazole ring 
moved in the incorrect direction (see Figure 11) and 
essentially adopts a structure similar to that seen for 
l a or lb . Upon reversing the direction of this simula­
tion, the imidazole ring did not move back into the 
native position for inhibitor l b (data not shown). 
Alternatively, when starting with the crystal structure 
of l c (i.e., l c — lb), which has His-64 in the "away" 
position, the histidine shifted away from the active site 
even more and remained there throughout the MD and 
FEP simulations (see Figure 12). 

In all cases, there was a lot of movement of the 
inhibitor in the active site during the simulations. As 
noted earlier, there is a large pocket (approximately 15 
A wide and deep) that is divided into hydrophobic and 
hydrophilic parts. The hydrophobic portion of the 
binding pocket does not get extensively solvated in our 
simulations, and this leaves a lot of room for the 
inhibitor to move. When it moves, it shifts portions of 
the backbone of the enzyme and, thus, forces important 
residues, such as His-64 and neighboring residues, out 
of place. 

When l c is bound to HCAII, it is presumed that the 
steric signature of the ethyl side chain forces the 
movement of His-64 into the "away" position. Hence, 
when l c is perturbed into lb , it is reasonable to assume 
that the imidazole ring would move into the native 
conformation, but we do not find this to be the case. The 
dynamics of the inhibitor and His-64 in the active site 
is too great and the length of our simulations are too 
short to allow for a thorough sampling of phase space. 
In this case, we have found it to be difficult to obtain 
accurate structural pictures of the inhibitor/enzyme 
complexes. We expect that the reason for this has to 
do with two factors: The time scale of our simulations, 
while longer than many FEP simulations,5'6 is probably 
not long enough to sample all of the available confor­
mational space. The second factor has to do with the 
force field. In the present set of simulations the changes 
we expected are very subtle and are, therefore, very 
sensitive to the choice of force field parameters. 

Conclusions 

The free energy perturbation (FEP) method has been 
examined for its potential use in drug design. Three 
sulfonamide inhibitors of HCAII were used as models 
to test this technique. Energetic and structural changes 
were monitored and compared to experimental data. 
This research shows that the FEP method can correctly 
predict the better inhibitor, but it is not able to predict 
geometric changes as effectively. The expected move­
ment of the imidazole ring of His-64 is caused by steric 
influences of the amino side chain of the inhibitor and 
is directly related to the length of the chain. Since this 
structural change is simply due to steric interactions 
and not to more specific charge effects (i.e., directional 
hydrogen bonding, etc.), it was difficult to reproduce. 
Again, if a different system had been studied, perhaps 
better results could have been obtained. In addition, 
longer simulation times may need to be run in order to 
sample conformational space thoroughly. Another fac­
tor that has to be considered is the fact that our 
simulations are more representative of the solution 
phase than of the crystalline phase, and it may be 
possible that the positioning of His-64 is different in 
these two situations. However, we do not feel that this 
is the case in the present example since the motion of 
His-64 as a function of the inhibitor appears to be 
governed solely by bad van der Waals contacts. 

From this study it can be concluded that the free 
energy perturbation method can be problematic for use 
in drug design and should be employed with care. Too 
many discrete structural changes were expected in the 
HCAII/inhibitor complexes that did not occur with this 
method. These changes are especially important in 
drug design where adding different substituents can 
have small but significant effects on the efficacy of the 
drug candidate. Indeed, small geometric changes may 
differentiate between a good and poor inhibitor, and the 
absence of these changes during the course of a FEP 
simulation could result in the rejection of an improved 
inhibitor. Furthermore, the amount of time required 
to set up an effective model as well as the time required 
to carry out the simulations required months of effort. 
This kind of time requirement may make the use of the 
FEP method in the drug discovery process too time 
consuming at the present time. However, with the 
development of better force fields and the availability 
of longer FEP simulations (through the use of massively 
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parallel processing), the FEP method could become an 
effective method in the drug discovery process. 
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